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ABSTRACT
Testing Intrusion Detection Systems (IDS) has been a sub-
stantial part of the development lifecycle, since the first pro-
totypes and products appeared on the market. Unfortu-
nately, many of the existing principles, procedures and sys-
tematic frameworks for testing IDS are not broad enough to
cover systems which are focussed on mobile adhoc networks
(MANETs).

As a baseline, this paper expands the most important re-
quirements for IDS testing to MANET environments. Two
alternative testbed realization approaches are described, in-
cluding a common example scenario for comparing the prop-
erties of the approaches. One approach is based on hardware
nodes, reproducible physical motion and radio signal atten-
uation; the other uses both hardware and virtual nodes and
a motion emulation framework that is able to incorporate
arbitrary radio propagation models.

A selection of MANET specific attacks and their imple-
mentation and impact on both types of testbeds is presented.
These attacks are beyond the threats that we know from con-
ventional wired networks, which still need to be taken care
of in MANETs. Finally, the advantages of both testbed
approaches are discussed. As a conclusion, a deployment
strategy for testing MANET IDS under different conditions
is derived.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design - Wireless communication

General Terms
Measurement
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1. INTRODUCTION
Testing intrusion detection systems (IDS), approaches and

products has been a very active area of work since the mid-
1990’s. Several more or less representative testbed setups,
cooperative experiments as well as reference network traffic
datasets have been elaborated and published. In many de-
ployment contexts, according systems and approaches have
been evaluated, and articles about IDS product comparisons
appear frequently in journals and on websites. However, sev-
eral weaknesses in testing procedures, implementations and
the interpretation of their results have been criticized in the
past.

Unfortunately, most of the testbed setups and procedures
are only suitable for wired networks or for wireless networks
in infrastructure (managed) mode. The variety of impacts
that a wireless mobile adhoc network (MANET) has on se-
curity – even if it still is an IP based network – is huge, as
pointed out in many publications over the past few years.
Although the quality of numerous network attack detection
and protection approaches has been examined in various
ways, a general guideline for testing and validating in these
environments does not exist.

This article first summarizes the most important goals
and requirements of IDS testbeds in infrastructure based
network environments. After that, these requirements are
expanded to MANET environments. The main part of this
paper comprises the description of two alternative testbed
realization approaches which are suitable for examining dif-
ferent aspects of the network behavior. A simple example
setup (taken from a military IDS deployment scenario), and
its implementation in both environments is described. Af-
ter that, the ways of implementing general and MANET
specific attacks in the testbeds are presented, followed by
a discussion of the properties of the approaches. Finally,
a conclusion is drawn on where to use which approach for
obtaining best attack testing results.



2. IDS TESTBEDS: PURPOSE AND
REQUIREMENTS

Testing hardware and software components for IT security
is a basic part of the development cycle in order to ensure the
quality of approaches, products and systems. The main goal
of testing is to measure quantitative or qualitative properties
of a test candidate during its operation. For comparing these
properties, according metrics are needed.

When focusing on testing IDS, the most important prop-
erties to be determined are detection capabilities which in-
clude the question if a launched attack against one of the
systems to be protected is detected by the candidate at all.
In many case studies (e.g. [14], [9]), different IDS have been
deployed in identical scenarios, and for every applied attack,
it is determined whether the attack has been indicated by
the candidate or not1.

Additional questions to be answered by IDS attack tests
include the following:

• How much time did the detection take itself ?

• How many resources did the detection require? What
are the limiting factors of the detection under heavy
load?

• How robust is the detection under stress and heavy
load?

• How much useful background information is delivered
(in order to perform a manual, semi-automatic or au-
tomatic attack response) ?

Conceptual insufficiencies in many test campaigns have been
pointed out in the past, such as inaccurate assumptions on
the representativeness of the background traffic and the way
of presenting and interpreting test results (see [3, 12]).

An environment for applying a test series is called testbed.
For IDS testbeds the following basic requirements can be
derived:

1. Representative architectures and platforms
The testbed network architecture as well as the node
platforms (hardware, operating systems) need to be
representative for systems to be protected by the can-
didate.

2. Realistic services, applications and their dependencies
The running local and networking hardware and soft-
ware services, as well as their inter-dependencies need
to be representative for systems to be protected by the
candidate.

3. Realistic traffic / user modeling
The system and network usage need to be realistic.
When focusing on effects on the network, realistic net-
work traffic needs to be reproducibly generated (see
e.g. [1]). When effects on hosts are examined, user
and application behavior needs to be emulated (see
e.g. [6]).

1This is obviously a non-precise result determination, since
the question whether an attack indication really corresponds
to the indicated attack is not trivial, especially if other si-
multaneous effects on the system (e.g. other attacks or mal-
functionings) cannot be precluded.

4. Scalability and flexibility
Whenever a candidate is developed to deal with scal-
able and dynamic environments (e.g. in networks with
hundreds of nodes and with dynamically changing
members), the testbed setup needs to be dynamically
changeable with a reasonable effort.

5. Representative and reproducible attacks
The attacks applied to the testbed need to be exactly
reproducible for every test run in order to get compa-
rable results. Additionally, they need to be represen-
tative for a later deployment scenario, i.e. all potential
attack varieties need to be mapped on the testbed.

Especially the last two requirements get unhandy very quick-
ly when focusing on MANETs, as the next section turns out.

3. SPECIFIC REQUIREMENTS FOR
MANET IDS TESTBEDS

The requirements mentioned above also hold for wireless
and MANET testing scenarios, since MANETs are also ba-
sically IP based networks. Any kind of network and host-
based IDS from infrastructure based networks may be de-
ployed in these scenarios and thus may need to be tested in
these kinds of environments.

But in certain aspects, the testing requirements need to
be extended. Especially the representativeness and repro-
ducibility of the behavior of services, applications and users
gets much more difficult than in infrastructure based net-
works. Several publications refer to testing network behav-
ior in MANETs (e.g. effectiveness and reliability of proto-
cols, [2], [15]). A few discuss the effects on testing IDS and
detection approaches.

Patwardhan et al. [13] have developed a proof-of-concept
implementation of a secure routing protocol as well as a rout-
ing independent intrusion detection and response approach
for a MANET. They have validated their ideas using differ-
ent blackhole and packet mangling attacks as well as layer
2 denial-of-service (DoS).

Karygiannis and Antonakakis [10] refer to their testbed
framework that aims at keeping the correspondence between
desktop simulations and outdoor field tests. The authors
emphasize the increased benefit of their approach for testing
IDS in a realistic environment.

The most notable difference between a MANET and in-
frastructure based networks is the mobility of the nodes,
resulting in established and broken links which lead to a
dynamically changing ISO/OSI layer 2 topology. So an ad-
ditional aspect of user behavior in MANETs is the motion
of the nodes that is realistic for the selected test scenario:

6. Reproducible mode motion
The reproducibility of service, application and user be-
havior as mentioned in the previous section, does in-
clude the motion of every node. That means that the
position, moving direction and speed need to be ex-
actly reproducible to obtain comparable results.

(a) Effects on network connectivity, delays etc.
All potential effects of the node motion for be-
havior of the network need to be exactly repro-
duced. This includes parameters such as connec-
tivity (circumstances of establishing and shutting
down links), reliability (rates of successfully re-
ceived packets, congestion effects etc.), and per-



formance measures (packet delays, retransmission
rates, latency behavior).

(b) Effects on services and applications
Not only the structure and the traffic on the net-
work are influenced by moving nodes. Also the
behavior of applications and services that depend
on geographic information (coordinates, relative
positions, speed etc.) need to be reproduced,
since they indirectly influence the behavior of the
network as well.

7. Reproducible and representative MANET specific at-
tacks
Common attacks on wireless networks do not only in-
clude conventional network or host-based attacks, but
also misbehavior on the physical and link layer (e.g.
smart jamming attacks, outsider wormholes). These
must be reproducible for every test case.

The necessary properties of the motion sequence strongly de-
pend on the purpose of the systems that are to be protected
by the candidate IDS. In this paper, we focus on military
applications where MANETs support the infantry units in
an operational area without any fixed communication infras-
tructure.

4. A SIMPLE TEST SCENARIO
Before describing and discussing alternative approaches

for testing IDS in MANETs, a common test scenario is nec-
essary for reference. The testing activities we consider aim
at determining whether a distributed set of wireless network
sensors is able to detect malicious routing manipulations and
packet drops.

As an example scenario, we consider a military infantry
reconnaissance mission, as depicted in Fig. 1. In the static
case (Fig. 1(a)), an infantry unit reconnoitres the area (node
in the north-east) and communicates with a command node
staying in the background (node in the south-east). Another
infantry unit (node in the center) secures the area and the
reconnoitring unit. In the mobile case, the reconnoitring

(a) Static (b) Mobile

Figure 1: Two instances of the example scenario

unit moves continuously between the lower and the upper
edge of the scenario plane (Fig. 1(b)).

Each of the units operates a mobile wireless network node,
such as a high performance PDA or an Ultra-Mobile PC

with according network interfaces, supporting the fighters
with VoIP communication and command&control systems
including navigation and tactical information. The network
characteristics are based on IEEE 802.11b.

In the following sections, two alternative implementations
of this scenario are described and discussed.

5. HARDWARE TESTBEDS AND
PHYSICAL MOTION

In this section, we describe our first approach for a real-
istic Hardware Testbed Environment. We use real hardware
and physically motion to fulfill parts of the requirements
specified in Sect. 2 and 3. First, we describe our setup
including the used communication hardware, the physical
motion, and the environment we use the testbed in. Af-
ter that, some results of measurements of relevant network
behavior parameters are presented.

5.1 Setup
As specified in Sect. 2, it is necessary to use representative

architectures and platforms. In a typical MANET, mobile
devices like laptops, handhelds or PDAs are used. In the
current setup, we have chosen Sharp Zaurus SL C3100 and
Sharp Zaurus SL 5500 devices.

One central challenge of a testbed using hardware is the
realization of reproducible node motion. In recent related
work (e.g. [8], [7], [11]), human beings carry the commu-
nication devices. They have been told to move on a fixed
route with constant speed. This does not allow exact mea-
surements or identical replications because there is no way
to assure that the test persons really move according to the
specification. In order to realize this, we figured out four
requirements a medium moving the nodes has to meet:

• Fixed route
It must be possible to specify a fixed route for the
movement and to do multiple replications using exactly
the same route.

• Constant speed
It is necessary to enable the user to specify constant
speed. Therefore, the medium must be able to move
with exactly constant speed.

• Adequate ground
For the test setup adequate ground (e.g. solid, flat)
is required. The ground has to enable the medium to
travel the fixed route with constant speed on arbitrary
replications.

• Transport of communication hardware
The medium has to be big enough to transport the
communication hardware.

A model railway fulfills the above requirements for a medium
moving the testbed nodes. There are different track gauges
for model railways. In order to be able to transport the
used handhelds we choose the German gauge G which has
a track width of 45 millimeters. The speed of the model
railway depends on the connected voltage. Therefore, an
external transformer is used to obtain constant voltage for
ensuring a constant speed of the model railway.

For realistic measurements in MANETs, it is not only
necessary to consider one-hop but also to assure multi-hop



connections. There are two ways to assure multi-hop con-
nections: use large space and normal range of the nodes
or use small space and decreased range. Measurements in
changing environments lead to non-reproducible effects. But
the bigger the space used, the more difficult it is to provide
a consistent environment. Thus, we use the second possi-
bility in order to minimize the space needed. To minimize
effects of the environment on the measurements we use one
dedicated room for the measurements.

5.2 Network Behavior
The testbed was configured as a downscaled instance of

the selected scenario as described in Sect. 4. Static nodes
have been placed at the according locations in the testbed
area, and the moving node was placed on the railway; the
tracks have been placed accordingly on the eastern boundary
of the testbed area. During the test run, the metrics Hop
Count and packet delivery fraction have been determined.

First, we show measurements regarding whether it is pos-
sible to assure multi-hop connections with our approach.
This is essential for a MANET testbed. After that, we in-
troduce measurements of the packet delivery fraction in our
testbed. These show the impact node mobility has on our
system.

5.2.1 Hop Count
Fig. 2 presents the Hop Count (number of nodes which

are participating in the transport process of IP packets from
sender to receiver) for the static example scenario and the
mobile example scenario in the hardware testbed. The goal
was to show that there are multi-hop connections in our
testbed. For determining this parameter, we look up the
number of hops to the receiver in the routing table of the
sender every time the routing table potentially changes.
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Figure 2: Hop Counts in hardware testbed example

scenario

Fig. 2(a) shows the Hop Count of the route between re-
connoitring and command node (values of zero represent lost
packets). The Hop Count stays at two for the whole mea-
sured time, since the route leads through the securing node.
Therefore, with our approach it is possible to assure multi-
hop connections.

The geographic setup for the measurements in the mobile
scenario is the same as for the ones in the static scenario.
This time, we have periods with one-hop and periods with
two-hop connections. If the reconnoitring node is in direct
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Figure 3: PDF in hardware testbed example sce-

nario without attacker

communication range to the command node, they commu-
nicate over one hop. Otherwise, traffic is routed over the
securing node and therefore, the route has a length of two
hops.

5.2.2 Packet Delivery Fraction
In order to show the impact of mobile nodes on the net-

work, we utilize the packet delivery fraction (PDF). We cal-
culate the packet delivery fraction for our static and mobile
example scenario. At this point, the goal is to show the
impact of mobility on our system. We consider VoIP com-
munication between the reconnoitring node and the com-
mand node. For each version of our scenario, we perform ten
replications. There are big variations between the different
single replications but due to clarity of the graphics we do
not present confidence intervals. In reality these variations
are typical since there are several reasons for such variations
(e.g. interfering nodes or obstacles moving in the commu-
nication area). In each single replication, we calculate the
PDF over intervals of one second.

Fig. 3(a) shows the PDF of the static version of our sce-
nario. As expected, the PDF stays at value 1.0 for the whole
duration of the measurements. Fig. 3(b) comprises the PDF
of the mobile scenario. At the beginning, the PDF is as high
as in the static case. The variations of the PDF are due to
the moving reconnoitring node. The moving node leads to
degradation of the signal strength and stale routes in the
routing tables of the nodes. Furthermore, there are some
massive obstacles along the way of the moving node influ-
encing the PDF.

Note that there are variations of the PDF visible in Fig.
3. These variations are due to variations of signal strength
which occur in reality and can have several reasons.

6. SEMI-VIRTUAL TESTBED WITH
MOTION EMULATION

A completely different approach for reproducible node mo-
tion in MANETs comprises a setup of both real and virtual
nodes. This is called the Semi-Virtual Testbed Environment.
It also fulfills parts of the requirements specified in Sect. 2
and 3.

6.1 Setup
The semi-virtual testbed consists of the following compo-

nents which are altogether connected using real radio net-
work adapters:

• Hardware Nodes
At least one hardware based node exists in the testbed.



It comprises a representative mobile hardware and op-
erating system platform as well as network services
and applications which are connected to other nodes
via the built-in radio network adapter using the stan-
dard OS interface access.

• Virtual Nodes
A number of virtual nodes may also be deployed in the
testbed, i.e. software compartments running separate
instances of network services and applications (virtual
nodes) on a single hardware node (virtual host). The
access from the virtual nodes to the radio network is
implemented using so-called bridge interfaces. Note
that a real radio communication between virtual and
hardware nodes does only work if the medium access
addresses of the virtual nodes are mapped on the radio
adapter, i.e. they are visible on the medium.

The virtual nodes may be realized using complete hardware
emulation or other virtualization techniques. In our cur-
rent experimental setup, we use OpenVZ2 to allow sharing
of OS resources. Techniques for user and application be-
havior modeling can be deployed on both virtual and hard-
ware nodes. In our lab, we use Sharp Zaurus 3000CL run-
ning OpenZaurus, HP iPAQ running Familiar Linux, Fly-
Book subnotebooks and laptop computers running Debian
GNU/Linux. The two latter are capable to serve as virtual
hosts.

The more difficult part of the testbed is the motion of the
nodes. In contrast to the hardware testbed where the repro-
duction of motion is based on physically moving hardware,
a different approach for covering both hardware and virtual
nodes is needed.

As mentioned in different publications (e.g. [4],
[2, 15]), blocking interfaces using kernel level mechanisms
is a technique which can easily be implemented in a repro-
ducible manner. But in contrast to a simple scripted on/off
switching of connections (e.g. using IPtables3) we suggest a
more general approach that incorporates different external
influences, including node motion, radio propagation model
and potential obstacles. This framework is called the Mo-
tionEmulator. The basic architecture of the semi-virtual
testbed and the MotionEmulator’s principles of operation
are depicted in Fig. 4. The MotionEmulator operates in
different phases:

1. Distribution and Initialization
During the first phase, the geographic information (i.e.
positions, moving directions, and speed) about all
nodes during the later emulation run is available from
a database on the emulation server (MotionServer).
Every node in the semi-virtual testbed also contains a
component called MotionClient that initially connects
to the server and requests this information about all

nodes in the network. After all clients have received
the data, a synchronous start signal is given to all
clients, and they disconnect immediately.

2. Emulation Run
After the start signal, every client runs a continuous
loop through its local geographic database and pri-
marily determines the coordinates of the local node.
These coordinates are fed to an interface of the local

2http://www.openvz.org
3http://www.linux.netfilter.org

Figure 4: Operating principles of the MotionEmu-

lator in the previously shown semi-virtual testbed

setup.

GPS (Global Positioning System) information server
(daemon), that is usually receiving data from a ded-
icated hardware. During the emulation run, all local
services and applications which depend on the GPS
daemon are operating on the emulated data.

Additionally, a second component on every node in
the testbed calculates continuously the relative posi-
tions to all other nodes in the network. Based on
the deployed radio propagation model, it determines
the quality of the logical connection between the lo-
cal node and the others. If not every packet should
be received from a certain node (e.g. due to a large
geographic distance, disturbances in the radio prop-
agation model or obstacles in the line-of-sight), the
current percentage of packet loss within a given time
period (e.g. 1s) is determined. In our emulation, this
percentage of packets is then dropped randomly at the
sender side and thus cannot reach the receiver.
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Figure 5: Resulting packet delivery fraction of the

propagation model in a simulation run and the ac-

tually received packet count from the semi-virtual

testbed approximation

Basically, an arbitrary theoretical radio propagation model
can be applied in order to determine whether a radio packet
is delivered to its receiver or not4. As an example, we have
implemented a log-normal distribution of the signal strength
to approximate radio wave propagation in free space with-
out obstacles. Currently, more complex models, such as the

4The reliability and potential complexity of radio propaga-
tion models are under continuous discussion and beyond the
scope of this paper.



the generic model from the BoMoNet suite5 is integrated.
The resulting PDF of one simulation run of the model is
depicted in Fig. 5(a). For the approximation, an average
percentage of packet loss for distance steps of 1 meter has
been determined over several runs. This percentage is used
as a parameter for the IPTrandom module which then actu-
ally drops the packets at the sender during an MotionEm-
ulator run. Fig. 5(b) shows the measured percentage of
received packets in the semi-virtual testbed. The remaining
discrepancy of the two curves is due to the usage of integer
calculations for the approximation.

6.2 Network Behavior
To examine the usability of results obtained in the semi-

virtual testbed, it is necessary to recreate the behavior of the
hardware based testbed using the same example scenario as
described in Sect. 4. The goal was to obtain comparable
network behavior results, especially the multi-hop charac-
teristics and the changing topology.

The first step to achieve this was to obtain the geometric
properties of the hardware testbed setup and to build a mo-
tion sequence, that maps the positions, moving directions
and the speed of the hardware nodes. The results of the
application of this motion sequence are as follows:

6.2.1 Hop Count
Fig. 6 presents the Hop Count for the static example

scenario and the mobile example scenario in the semi-virtual
testbed. The goal was to show that the results are at least
comparable to the measurements in the hardware testbed,
although real-world effects on the radio propagation (e.g.
attenuation, reflexion, fraction) are not emulated. Basically,
the Hop Counts stays at a value of one; the relatively high
number of lost packets (Hop Count at zero) compared to the
hardware setup is an effect of the random influences in the
fading model.
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Figure 6: Hop Counts in semi-virtual testbed exam-

ple scenario

6.2.2 Packet Delivery Fraction
Fig. 7 presents the according PDF values for the semi-

virtual testbed. In contrast to Fig. 3(a), where we have an

5http://web.informatik.uni-bonn.de/IV/bomonet/ns2.
htm

almost constant fraction of one, Fig. 7(a) shows a more scat-
tered picture. This is due to the deployment of the Ricean
fading model, where some packets are expected to get lost in
the assumed distance from sender to receiver. In the hard-
ware testbed, almost all packets sent are received, due to
propitious reflexion effects.
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Figure 7: PDF in semi-virtual testbed example sce-

nario without attacker

The general behavior of the PDF in Fig. 3(b) and 7(b) is
comparable, though not equal. On one hand, this is again
due to a different radio propagation. On the other, average
values are depicted in Fig. 3(b), whereas Fig. 7(b) presents
one single measure result6.

7. ATTACKS AND
ATTACK IMPLEMENTATIONS

In order to analyze the feasibility of a new intrusion de-
tection approach for MANETs both the mobility of the net-
work nodes and the potential attacks have to be considered.
This section discusses the implementation and some of the
impacts of MANET specific attacks in both testbed varia-
tions; conventional attacks – those which may also occur in
wired networks – are not in the focus of this section.

7.1 Blackhole Attack and Variations
The routing attack we consider first is called a blackhole

attack. This is an attack that can be performed relatively
easy by network insiders (legitimate MANET nodes which
already participate in the routing and forwarding process).
The goal of a pure blackhole attack is to become part of as
many routes of the network as possible, and (generally or
selectively) drop packets in order to perform a DoS attack
against the other nodes.

The first step can be achieved by sending fake routing
information to the other host, pretending that the attacker
node is very close to MANET nodes which are far away.
So when establishing a route to these far away nodes, a
neighbor node will choose the attacker as the next hop. The
second step for the attacker is just to drop the packets to
be forwarded, either all of them, or selectively (to suppress
certain network services, or just to make the attack harder to
identify). Further on, this attack or variations thereof may
be used as a stepping-stone for other intrusive procedures.

For determining the network behavior in presence of this
kinds of attacks, we modified our previously described sce-
narios by introducing an additional attacker node, as de-
picted in Fig. 8(a) and 8(b).

6Average values do not make sense in the semi-virtual
testbed, since no differences in the results are expected as
long as the instance of the fading model has not been recre-
ated.



(a) Static (b) Mobile

Figure 8: Example scenarios with blackhole attacker
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Figure 9: PDF in hardware testbed example sce-

nario with blackhole attacker

In the following, we introduce measurements of the packet
delivery fraction in our testbeds. These show whether our
blackhole attack emulation works and provides an indication
of the impact on our systems.

7.1.1 Hardware Testbed
Using the modified scenarios with an attacker, the mea-

surements were performed in the same way and with the
same parameters as described in Sect. 5.2.2. The faked
routing messages are generated by a patched instance of the
routing daemon. After becoming part of as many routes as
possible, an IPtables based script drops all packets which
are to be forwarded.

In Fig. 9(a), the PDF of the static scenario with attacker
is presented. The attack starts at second 60 and ends at
second 360. Compared to Fig. 3(a), the PDF drops signif-
icantly but stays above zero. This is due to the use of the
ETX metric (see [5]) in the routing protocol which leads to
the fact that the blackhole is not completely succeeding in
capturing the route. After the attack ends the PDF raises
back to one again.

Fig. 9(b) introduces the PDF of the mobile scenario with
attacker. The attack again starts at second 60 and ends
at second 360. At the beginning of the measurements the
reconnoitring node is in direct communication range with
the command node. Thus, the attacker does not affect the
connection (PDF is at one). When the reconnoitring node
moves out of direct communication range the blackhole cap-
tures the route and the PDF drops to zero. This behavior
can be seen four times in Fig. 9(b). Compared to Fig. 3(b),
in this scenario the PDF drops to smaller values and stays
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Figure 10: PDF in semi-virtual testbed example sce-

nario with blackhole attacker

at a value significantly below one for longer periods. The
impact of the attack is clearly visible in both, the static and
mobile scenario.

7.1.2 Semi-Virtual Testbed
The implementation of the blackhole attack in the semi-

virtual testbed does not differ from the hardware environ-
ment, with the notable exception that the false routing mes-
sages are generated by a script that crafts according packets
on the IP layer and injects them into the IP stack. Depend-
ing on the interface driver, this approach does not require
further modification of the system software.

The resulting PDF from Fig. 10 shows comparable differ-
ences to those obtained in Fig. 9 with the same reasons as
explained in Sect. 6.2.2.

7.2 Smart MANET Jamming
Another example for a MANET-specific attack is a layer

2 DoS attack using another wireless network adapter as a
jammer. In contrast to a broadband jammer, disturbing
effects on layer 2 may not be easily distinguishable from ex-
ternal influences on the radio propagation, malfunctionings
or misconfigurations, and thus may be hard to detect. Fur-
ther on, these attacks may not need as many battery power
as a constantly emitting broadband jammer.

7.2.1 Hardware Testbed
The impact of using a smart jammer can easily be ana-

lyzed in a hardware testbed. In order to obfuscate the attack
it is reasonable to generate a situation similar to the hidden
terminal problem. To create a hidden terminal, in a hard-
ware testbed it is sufficient to use a setup like the one de-
picted in Fig. 11. We use ellipses to illustrate transmission
ranges although we know that this is not realistic. Nodes N1
and N2 use low transmission power leading to transmission
ranges shown by the black ellipses. The nodes are in trans-
mission range of each other, but do not disturb the trans-
mission and carrier sensing of nodes A1 and A2. The at-
tacker nodes A1 and A2 use high transmission power. Their
transmission ranges are shown by the red ellipses. Node A1
constantly transmits data to node A2. Therefore, the car-
rier sensing of nodes N1 and N2 shows a busy medium and
these nodes are not allowed to transmit data.

7.2.2 Semi-Virtual Testbed
The integration of a jammer into the semi-virtual testbed

needs more complex considerations. As an example, the ra-
dio propagation model used in the emulator has to calculate
the signal strengths of the adjacent nodes and of the jam-
mer depending on the current (simulated) positions of all



Figure 11: Jamming in Hardware Testbed

the MANET nodes and the jammer. Based on this values,
a probability needs to be calculated for each MANET node,
whether the reception of MANET traffic is possible or not.
This calculation has to be updated at least every time one
of the nodes or the jammer changes its position. These costs
increase the complexity of the emulation. Due to this and
to the expected limited applicability of the results, further
investigations have been omitted.

7.3 Wormhole effects in complex MANET
testbed setups

A more complex attack that has several interesting ef-
fects on MANETs with more than just a handful of nodes is
the outsider wormhole attack. This attack aims at creating
a “shortcut” in the routing topology and allows – amongst
other attack possibilities – separation of network segments
– without being a legitimate part of the network. The basic
idea of this attack is as follows:

1. Two cooperating network nodes are equipped with an
out-of-band link (e.g. VHF, UHF) that works over
larger distances than the MANET radio.

2. The attacker nodes are placed at different locations in
the network, having no direct connection to each other
over the MANET radio.

3. Each attacker (passively) receives all traffic in its
MANET radio range and passes it to the other node
over the out-of-band link. The other attacker immedi-
ately replays the received traffic on his radio adapter
(including the link layer address of the original sender).

This easily induces not only a twisted topology to the net-
work (that may have many effects which are not easily de-
terminable). It also may have the effect that routes from
large parts of the network are attracted and thus dropping
packets may damage the network seriously, without being
able to easily detect the source of the attack. An example
for the routing behavior in such a situation is depicted in
Fig. 12.

Generally, this attack is only implementable, as long as
it can be ensured that the wormhole endpoints (attacker
nodes) cannot receive the replayed packets from each other
over the MANET radio. If they could, this feedback loop
would induce a constantly raising amount of repeated pack-
ets that will break down the network sooner or later.

(a) Inactive wormhole

(b) Active wormhole between Attackers A1
and A2

Figure 12: Routing from in presence of an outsider

wormhole

7.3.1 Hardware Testbed
Generally, this attack seems to be implementable in a

hardware based testbed, but when using attenuated signals,
it becomes very difficult to avoid that one wormhole end-
point receives packets from the other. Due to this and to
enormous efforts necessary for establishing a reproducible
setup with more than 8 nodes, further investigations have
been omitted.

7.3.2 Semi-Virtual Testbed
There are two possibilities to implement this attack in the

semi-virtual testbed:

• Imitate the hardware based implementation
Imitating the hardware based attack implementation is
a non-trivial task. This is mainly due to the previously
mentioned possibility to receive each others repeated
traffic that would lead to a feedback cycle. In our semi-
virtual testbed, we have created an according setup:
We are using two dedicated attacker nodes which are
additionally connected via an ethernet link that is not
visible to the rest of the network. On the attacker
nodes, the radio interfaces are switched to promiscuous
mode, and all radio traffic is sniffed using the standard
tcpdump7 tool. The sniffed traffic is passed through
a pipe over the ethernet link and then is fed into a
tcpreplay4 process that is able to inject the packets
into the radio device which immediately replays them
on air.

7http://www.tcpdump.org



To avoid the mentioned feedback cycle, different mech-
anisms may be used, such as artificial VLAN tagging
of the MAC layer frames. Additionally, effects of the
virtual interfaces need to be taken into account, such
as layer 2 messages (e.g. ARP requests) which are
delivered directly via the virtual interface rather than
being sent over the air.

• Implement the attack effects
To implement just the effects of the attack in the test-
bed setup is a lot easier to achieve in the semi-virtual
testbed. The blocked connection between two nodes
which are too far away from each other to receive
MANET traffic directly, just needs to be unblocked
for the time the worm hole operates. Delays and other
effects of additional wireless links can be emulated
through IPtables modules, potentially transporting the
packets to the user space to be processed and back
again. Using this approach, the attacker nodes them-
selves do not need to be instantiated in the testbed.

Effects of the out-of-band link (e.g. delays, packet loss) can
also be emulated using IPtables based mechanisms, as our
first experiments have shown.

8. DISCUSSION
The approaches to evaluate intrusion detection systems in

MANET environments with dynamic network node behavior
presented in the Sect. 5 and 6 show both advantages and
disadvantages. This section discusses them and analyzes
the appropriate evaluation method subject to the question
under investigation.

Both approaches have the useful property that almost
real system platforms (OS, applications, user interfaces) are
deployed. Thus, the effort for installing, configuring, and
cloning realistic services and applications – including the
candidate IDS itself – is relatively low, compared to e.g. a
pure simulation setup in a discrete event based network sim-
ulator. This also holds for the way attacks are implemented.
As long as they do not require special hardware, they can
be realized straightforward on nodes in the testbeds with
a relative low effort. Additionally, usage of real hardware
nodes has the additional benefit of being able to demon-
strate system properties to potential customers. This is of-
ten much more descriptive than presenting theoretical re-
sults from software simulators.

Whenever physical effects like radio performance may have
a direct or indirect impact on the candidate IDS or any of its
components, real network hardware needs to be used, e.g.
network interface cards and antennas with directional radio
pattern. This can only be carried out in a hardware based
testbed, since the physical world behavior of these system
components is difficult to model in emulation based setups.

In the hardware testbed, layer 2 effects can be studied in
a real world environment. Whenever a performance analysis
for an IDS in a MANET needs to be conducted, an accurate
study of the radio properties of the environment where the
MANET will operate is needed. If it is possible to operate
a hardware testbed immediately in the later deployment lo-
cation or in a comparable environment, a realistic analysis
of radio influences is possible.

The usage of the real hardware allows the early detection
of real world problems, e.g. discrepancies between network
protocol standards and actual implementations. In addition,
it offers the possibility to immediately analyze the influence
of changes in the system setup, e.g. influences of obstacles
in the area of the radio propagation. The consequences can
be studied directly, researcher and interested parties can in-
stantaneously see changes in the system behavior and in the
system performance.

But when using hardware testbeds, the investigator needs
to know about the following disadvantages. The installation
of a hardware testbed is complex and both time and space
consuming. Manual work has to be carried out, and the
hardware testbed needs supervision and maintenance. Be-
side the fact that the testbed devices have to be supplied, the
man-power needed to operate such a testbed might decrease
the attractiveness of this approach due to the significantly
higher costs.

The work to install a hardware testbed and the devices
needed to move network nodes limits this approach to a
small number of mobile nodes. Analyses with dozens or
even hundreds of nodes do not appear to be reasonable or
even practicable. Another limiting factor is the size of the
available experimental area, since large areas drastically in-
crease the costs and complicate the installation, the exper-
iments and the maintenance. The size of the areas needed
for the testbed setup can be decreased using the techniques
presented in Sect. 5, but both using attenuated antennas
and decreased sending power degrades the quality of the re-
sults of the experiments. The influence of these procedures
and their significance for real-world application of the tested
systems have to be analyzed and considered.



In contrast to this, the usage of software network and
mobility emulation allows an easier setup of large-scale sce-
narios, but raises different challenges. Using an according
framework for applying node motion and radio propagation
information for emulating real-world effects in a validated
manner (as the MotionEmulator described in Sect. 6) de-
creases the amount of effort to create new setups signifi-
cantly. Only if scenario specific effects need to be imple-
mented, additional challenges and efforts arise, such as the
effects of an out-of-band link in the outsider wormhole at-
tack, see 7.3.2.

In general, besides the amount of available resources (com-
puting power, memory) there is no categorical limit con-
cerning the size of the semi-virtual scenario. Scenarios with
hundreds or thousands of mobile nodes are possible, but only
reasonable as long as the investigator knows how to analyze
and interpret the results.

9. CONCLUSION AND
FUTURE DIRECTIONS

This paper has presented two alternative approaches for
implementing IDS testbeds that fulfill most of the collected
existing requirements – on one hand, a purely hardware
based approach using attenuated radio signals and physi-
cal motion, and on the other a semi-virtual approach with
both hardware and software nodes that emulates the motion
and its effects on the network.

Both approaches have their own advantages but do not
perform perfectly in all possible test cases. As a result,
we recommend a combination of both approaches. Funda-
mental scenarios should be analyzed using both techniques.
Whenever real-world effects (e.g. radio signal propagation)
are in the focus of the examination, hardware based setups
lead to most realistic results, whereas examination of larger
scaled phenomena may be only feasible in the semi-virtual
testbed. The selection of the environment should be accord-
ing to the specific testing requirements and effort consider-
ations as discussed in the last section.

Our current and future work includes the incorporation of
more complex radio propagation models (maybe including
obstacles) and the examination of more complex scenarios
in order to develop more robust attack detection and pre-
vention techniques for tactical MANETs.
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